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35. Martingales

35. Conditional expectation
· Let X be a new on a prob.space (3, F, P) such that

EIX) sis.
Let $3 = 5 be a sub-r-algebra.Then

MSA) =S, XdP, At $
defines a signedmeasure on (1,5) andhis absolutely
continuous with respect to P,i.e. P(A)= 0 => M(A)=0.

Bythe Radon-Mikodym Theorem, there is a function
q =(*),5,P)

such that

M(A) =S,8dP, At $.

Moreover, any
other such function o'must coincide with a

almost surelyworth.

clef. We use the notation E)X(s) for g, and call

EX)theresectation of X with respectto B.



· As an elementof (*)2,5,4), ECNS) is completelycharacterized
bythe followingtwo properties:
1) E)X/B) is $-measurable;

SxE(X)dp = SAXap for all At $.

Example 5.1. LetB = 5 4, E, E? -Y with EC5.

Then $ is a finite sub-sigma algebra ofF.

LetX=AA with At F. Let g =E)A($).
since & is 3-measurable, itmust be constant on E and EP

Byproperty(21,
SeXdP/PE) if x-E;

q(x) = i SecXdP/pCEY if xEE?

Since X:*A,

q(x)= S
P(AME)/P(E) if x=E.

P(AMEY/P(EC) IfXEE?

Thus, g(x, gives the probe of the occurence of A once we know

to which element of of the point x belongs to.



mple5.2. Similarlylet 3 =0).,...,) be the Falgebra
generatedby a finite partition &,,.., up of e
Then
-)X/S)/= SmiXdP/PCeil

if x= i.

The following properties of conditional expectations can be proved easily
by using the characterization by (i) and (ii):

Prop. 5.3. (1) If X =0 a.s., then E(X($) =0 a.s.
-

(2) E(ax +by/3) =aE(X)B) +bE)Y) a.s. for Yai.
1) If X is B-measurable, then E(X) = X a.s.

: If X is B-memurable and x=<PJm, 5,P), then
for each Ye (*(-3, 5, P(
E(XY(B) =x E)Y(B) a.s.

(4) E(E(X/9)) =EX.

15) If $2 I BI, then

-(E(X(B)(52) =E(XB2) a.s.

16) If X is independent of $3, then

E(X(53) =E(X) a.s.



Pf. We prove (5), 16, only.

Let $, = $1. Let g
=E)E(X/B,)/Sn).

clearly g is 2-measurable. Moreover, for any At B2,

S,99p =(, E(x)5)dp =S, X 4P,
where the second equalityfollows from the factthatAt $.
Hence bythe characterizationof the conditional expectation,

g =E(X)53,).
This proves (5).

To see 16), recall that X is independent of, so
X and As are independentfor each BE

Here

Sp Xdp=S #B.Xdp= S*P SXdP
=>P(B) E)X).

= Si ECX) dP.
Itfollows that E(X1B) =E(X) a.s.



Prop. 5.4. Suppose Xn-X a.s. and InkY and EYsr.

Then E(Xn(9) -> E(XSS) a.s.

Pf. LetEn = Sn/X-X.Then n 70 ars. and oEnELY.

Now

(E(Xn/s) -E(x/ss) = 1 E(Xn-x/$1/

= E(En($).
Since In is non-increasing, so isE(Zn/s).

Hence E(En/5) has a limit E with Z =0.

Notice that

E(E) =) <d</E(zn1$)dp
=E(En) ->0.
I bythe DCT (

Hence E =0 as.

Itfollows that E(zn/5) -> 0 as, and thus

E(Xn/s) ->E(XS).



Prop 5.5) Jensen inequality). X and

LetG:R-R be convex. Suppose thatg(X) are integrable.

Then 6 (E(X131) =E(9(X)(5) ars.

pf. Since & is convex, itis known that

g'(9+) exists at each qt R

and

g(x) =g()(X-q) +9(9) for all xeRR.

Hence, we have

g(x) =S g((x- q) +9(1 for all x=R

Notice that 99) exists and is continuous, except for at most
countable many points. Itfollows that I a sequence (an), (bn)
in AR such that

① 9(x) =sup and the for all ELR.

Now for fixed n,

9)X) =anX+ bu

so

=)9(X)/$) =anE(X) + bu a-S

Hence E)9(X))$) =supanE(X) +bn as

= 9(E(XS)) as. (by(s).



$5.2 Martingales and examples.

Def. Let (, 5,P) be a prob. space, andF. *Fut... an
increasingsequence of sub-r-algebras of 5.
A sequence X, X2, ..., of rvis such that ElXu/sw is said to

be

a submartingale if E)Xn+1/Fn)?Xn as

a martingale if E(Xn+1/Fn) =Xn as

a supermartingale if
E (XnxilEn) =Xn as.

Remark: the word "martingale' was formerlyused for a certain
bettingsystem.

· If Xn is the fortune of a gambler after a plays,
incase of a submartingale the game is favorable to the player,
in case ofa supermartingale, the game is unfavorable to

the player.



Examples:

(a) Sums of independent rus of zero mean.

LetSn= Xit... +Xn, where Xi, X., ... are independent
rv's with ENn/sw and EXn=o.

Let Fn =8(X.,.., Xn).

Then E(Sn+1) Fr) =E(Sn/In) (Xun)Fn)
=> Sn +E(Xn+/En)
Since Sn is En-measurable

-Sn +E(Xntr) (since Xut is independent
ofEn

=Sn.

(b) Productsof non-negative independent ru's of mean 1.
Let X, X2, ... be non-negative independent ru's with E(Xn)=1.

Let Mm=X,... Xn.

Then for 2-1,

E(Mnx)Fn) =E(Xn+Mn)fu)
=

MnE(Xnx)*n) (Since Mn is En-measurable)
=Mn E(Xix) =Mn.

↑(since Xut, and In are independent)



So (Mn) is a martingale.


